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Abstract: This paper reviews analytical solutions for the accelerated flow of an incompressible
Newtonian fluid in a pipeline. This problem can be solved in one of two ways according to the
(1) imposed pressure gradient or (2) flow rate. Laminar accelerated flow solutions presented in a
number of publications concern cases where the two driving mechanisms are described by simple
mathematical functions: (a) impulsive change; (b) constant change; (c) ramp change, etc. The adoption
of a more complex and realistic description of the pressure gradient or flow rate will be associated
with a profound mathematical complexity of the final solution. This is particularly visible with
the help of the universal formula derived by several researchers over the years and discussed in
this paper. In addition to the solutions strictly defined for laminar flow, an interesting extension of
this theory is the theory of underlying laminar flow for the analysis of turbulent accelerated pipe
flows (TULF model developed by García García and Alvariño). The TULF model extends the Pai
model developed more than 60 years ago, which has been previously used for steady flows only. The
discussed solutions extend the theory of analytical solutions of simplified two-dimensional Navier–
Stokes equations and can be used not only to study the behavior of liquids during accelerating pipe
flow but they can also be used to test the accuracy of commercial CFD codes.

Keywords: Navier–Stokes equations; analytical solution; accelerated flow; pipe flow; duct flow

1. Introduction

Fluid flow in hydraulic pipes is often time-varying flow. This means that the basic
parameters of the flow, i.e., the average value of velocity and pressure in the analyzed
pipe cross-section, dynamically change over time. Time-varying flows can be accelerated,
decelerated, reverse, pulsating, oscillating and water hammer-type flows. This paper
reviews analytical models for accelerating pipe flows.

Starting with the work of Navier [1], the basic hydrodynamic equations (according to
the work of Darrigoll [2], these have been re-derived at least four times chronologically by
the following well-known researchers: Cauchy, Poisson, Saint-Venant and Stokes), are the
subject of numerous studies. Analyzing the literature on analytical solutions of laminar
accelerated flows, it can be seen that two groups of flows can exist [3,4]: the first is flows
forced by the occurrence of a step pressure gradient change, while the second group of
flows is those in which the fluid movement is forced by a step change in the flow rate.

Much earlier, solutions from the first group were analyzed, i.e., when the flow is forced
by a change of the pressure gradient along the length of the pipe. The oldest paper found
for this review was published by the Italian scientist Roiti [5] in 1871, who worked at the
University of Pisa. He studied accelerated flow in a simple vertical water system. The
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pressure change was obtained by rapidly opening the valve. Apart from experimental
research, Roiti’s most important achievement was the presentation of an analytical theory
of this flow. This referred to solutions previously described by another researcher from the
University of Pisa, namely Betti [6], who analyzed heat flows. Another important work was
written in 1882 by Gromeka [7]. Unfortunately, due to the fact that it was published only in
Russian, it remains known mainly among authors of Russian origin [8–11], who mostly
know it from an important reprint of all Gromeka’s works in a book form, published on
the 100th anniversary of his birth [12]. It was only thanks to the work of Szymański [13]
published in 1932 in a respected French mathematical journal (Journal de Mathématiques
Pures et Appliquées—still existing and new papers being published) that this solution
was noticed and reproduced in many books on the flow of viscous fluids [14–16]. The
accelerated solution forced by a rapid, strictly defined pressure gradient was then analyzed
by a number of researchers who extended its applicability. Among these studies, the work
of Gerbes [17], was the first to apply the Laplace transform to its derivation, should be
noted, as well as that of Ito [18], who extended the scope of this solution to make it suitable
for the analysis of unsteady transient flows occurring between one steady flow (of the
Hagen–Poiseuille type) and another characterized by a higher average velocity.

For short pipes, the entrance length plays an important role. Solutions for this unsteady
acceleration problem devoted to the development of the velocity profile along the pipe
length and in time have been derived by Atabek [19] and Avula [20]. Fan [21] solved the
problem of accelerated flow in rectangular ducts. Solutions in ducts with an arbitrary
geometry were the subject of research by Laura [22]. This issue has been recently analyzed
by Muzychka-Yovanovich [23,24] as well. In the following years, similar solutions were
developed for non-Newtonian fluid flows [25–28] for which the shearing stress is not
linearly related to the rate of shearing strain [29].

The second group of models, i.e., those in which the function of velocity or flow
rate is defined in the main equation of motion, has been analyzed since 1933, when Vo-
gelpohl’s short technical note was published [30]. In his note, Vogelpohl also mentioned
the experimental research carried out at the University of Berlin by Prof. Föttinger on
accelerated flows. In addition, he derived a formula (using the Whittaker method [31]) for
the time-varying pressure gradient for this type of flow (later re-derived by Andersson
and Tiseth [32]) for a constant value of average velocity. Other researchers who were
interested in this type of flow were Weinbaum and Parker [33], although their interest was
mostly focused on the decelerated flow resulting from the sudden closing of the gate valve.
Weinbaum and Parker’s research was the inspiration for subsequent works, including
the work of Andersson and Tiseth [32], which is particularly important from the point
of view of this review. It was in this work that for the first time a complete analytical
solution for the flow velocity profile was derived for a constant mean velocity scenario
that can be the effect of piston movement. It should be mentioned here that Andersson
and Kristoffersen [34] had previously analyzed a wide range of flows forced by a pressure
gradient (RGS type) as well as the correction to this solution proposed by Otis [35]. The
Anderson and Tiseth solution has been improved by Das and Arakeri [36], who presented
analytical solutions for a complete piston cycle (acceleration period, motion with constant
velocity, deceleration period and final period). The Das and Arakeri solutions for the first
two periods (i.e., acceleration and piston work at constant velocity) can be treated as a
complete solution when imposing a ramp-type motion. This solution was further refined
by Kannaiyan et al. [37] by introducing the possibility of determining the transition from
one steady state to another.

The main experimental studies that confirmed the correctness of the solution based
on a step change in pressure were carried out by van de Sande et al. [38] and Lefebvre
and White [39]. These studies show that laminar flow is maintained during acceleration
for a relatively long time—in the paper by van de Sande et al. [38] to Re = 57,500, and in
the work of Lefebvre and White [39] to Re > 105. This delayed transition from laminar to
turbulent flow was also mentioned by Goldberg in a discussion on van de Sande et al. at
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the Pressure Surges Conference in Canterbury [38]. Goldberg (p. 499 of Pressure Surges
1980 proceedings) wrote about a long distant oil transportation pipeline (105 miles long,
twenty inches in diameter) located in the Gulf of Mexico in which, during the start-up, a
delayed transition to turbulent flow was detected.

As opposed to pressure-driven flows, the other type of acceleration occurs in systems
due to a step change in flow rate, e.g., piston-driven flow. In an early experiment by
Kataoka et al. [40], the measured results did not agree well with the theory as an annular jet
effect was reported. The research, which indicated the correctness of the theoretical solution
for a fixed flow rate, was carried out by a team led by Chaudhury et al. [41]. Recently
He et al. [42] have reported that the whole acceleration phase in pipes is a laminar–turbulent
bypass transition, so even during the initial flow, some turbulent structures that initially
occupy the near wall region are present in the flow.

Although this paper concerns only accelerated Newtonian liquid flows in pipes with
circular cross-sections (typical, commonly used in practice, Figure 1), the scope of research
is very extensive. Readers interested in further solutions (flows through other cross-
sections, accelerated flows of non-Newtonian fluids, etc.), which were developed on the
basis of the accelerated flows theory discussed in this review, will be offered additional
reading elsewhere.
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Figure 1. Layout of the pipe considered in the present review.

In Sections 2 and 3 of the present review paper, accelerating laminar flow solutions will
be discussed. Laminar flow means that the orderly movement of the fluid along parallel
paths occurs in which the fluid elements do not mix with each other, and there is, therefore,
a purely viscous mechanism of momentum and energy exchange. Section 4 discusses a
turbulent semi-analytical solution. Turbulent flow is understood as a chaotic motion of a
fluid. During this flow the elements of the fluid mix with each other, which leads to the
intensification of mass, momentum and energy exchange.

2. Accelerated Laminar Flows Driven by Pressure Gradient
2.1. Rapid Instantaneous Increment of Pressure Gradient (Roiti-Gromeka-Szymański Solution)

As mentioned in the introduction, the accelerated flow of liquid in pipes (Figure 1)
has been the subject of many studies. All the authors who successfully derived the final
solution started from the dynamic equation of motion first derived by Navier [1]:

∂v
∂t

= −1
ρ
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∂x
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→ ∂v
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∂v
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(1)

They assumed the incompressibility of the liquid and that the velocity field is only
dependent on the pipe radius and time v = v(r, t). This means that the problem is simplified
to isothermal flow in long, constant inner diameter pipelines, where the entrance effects
can be neglected. Other boundary conditions are:

(a) flow starts initially from rest:
v(r, 0) = 0, (2)
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(b) no-slip condition as viscous fluid in contact with a rigid wall will adhere to the wall
due to the effects of viscosity [43]. In the analyzed problem, the solid pipe wall
boundary velocity is assumed to be equal to zero:

v(R, t) = 0, (3)

(c) final velocity profile consistent with the parabolic Hagen–Poiseuille equation:

v(r, ∞) = vmax

(
1−

( r
R

)2
)

, (4)

where: vmax = − R2

4µ
∂p
∂x = ∆p

L
R2

4µ = G R2

4ν ; ∆p = po − pi, po—outlet pressure, pi—inlet
pressure. Maximal velocity occurs at the pipe axis (r = 0).

(d) sudden imposition of a pressure gradient (Figure 2a):{
G = 0 f or t < 0

G = G∞ = − 1
ρ

∆p
L f or t ≥ 0

(5)

The literature review in the Introduction indicates that the final solution was found
a relatively long time ago by at least three authors. Roiti [5] studied theoretically and
experimentally the unsteady flow of liquid inside a vertically fixed cylindrical pipe, with
its gravitational outflow to the atmosphere. He carried out the integration of general
formulas using the same method by which his senior colleague Prof. Betti [6] determined
the temperature distribution acting on the cylinder. Roiti was the only researcher who, in
addition to formulas for the flow velocity, also derived formulas for the displacement of
fluid elements during this movement.
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Another researcher dealing with this phenomenon, albeit excluding gravitational
forces (flow in the horizontal duct), was Gromeka [7]. The work in which he derived the
final solution for this type of flow was his doctoral thesis. Gromeka also based his derivation
on the analogy existing between some problems related to the movement of viscous fluids
and those known from the theory of heat conduction. He carefully used the method of
solving heat distributions in circular cylinders proposed by Poisson in his dissertations
on “Mémoire sur la distribution de la chaleur dans les corps solides” [44]. In addition
to deriving the final formula for the velocity profile (for step gradient change Figure 2a),
Gromeka proved that the flow which is forced by a pulsating pressure gradient also for
large times tends towards the Hagen–Poiseuille flow. Gromeka also derived formulas for
accelerated flow with possible slippage of liquid elements on the walls of the pipe. Both
Gromeka’s and Roiti’s solutions remained unnoticed by the world of science for a long
time, likely due to a combination of being published in scientific journals by the researchers’
home universities and the slow movement of information at this time. Over a hundred
years ago, there was no internet, and materials of this type were not widely available (in
contrast to today’s open-access papers). Interestingly, Roiti’s solution was not quoted in
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the work of Allievi [45] or that of other Italian (and non-Italian) researchers of unsteady
flows, e.g., Fasso [46], Aresti [47].

Fifty years after the publication of Gromeka’s thesis, and sixty after the publication
of Roiti’s work, this interesting topic was addressed by a young Polish researcher, Piotr
Szymański, who had just defended his doctoral thesis. Szymański, unaware of the work
of his predecessors, during a one-year training course in Paris in 1928, applied the theory
of the Fourier–Bessel series to find an analytical solution to this problem. In addition,
after deriving the final formula, he conducted a number of mathematical studies on the
continuity of its derivatives (using Abel transformations). It is worth mentioning that
Szymański in his work [13] analyzed, similarly to Gromeka, the pulsating nature of the
flow, and this took place long before Womersley or Uchida’s work. In the case of pulsating
flow, Szymański analyzed the derivatives of the presented general solution of this problem
with the help of the Fourier series theory as well as on the basis of M. Lebesque’s theorem.
Like Gromeka, however, he did not define the final solution to this problem, which is
known today. It is also worth adding here that Szymański’s main work was preceded
by the publication of a conference paper of the 3rd International Congress of Applied
Mechanics held in Stockholm in 1930 [48]. Among the distinguished participants of this
congress was Theodore von Kármán.

Due to the fact that the analyzed solution, as can be seen from the above discussion,
was derived independently by three researchers, it is suggested to define this solution with
the abbreviation RGS derived from the first letters of the surnames of the authors. Leaving
aside the tedious details of the derivations, the final solution of the system of Equation (1),
assuming a step change in pressure, is the following function:

v(r, t)RGS = vmax

[[
1−

( r
R

)2
]
− 8 ∑∞

n=1
J0
(
λn

r
R
)

λ3
n·J1(λn)

e−λ2
n

ν
R2 t
]

, (6)

where λn are the nth zero, or root, of a Bessel function J0(λn).
An exemplary flow that develops according to the RGS solution described by Equation (6)

is presented in Figure 3.
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Gerbes in the 1950s [17] developed the same accelerated solution with help of the
Laplace technique; in his work, he also presented a solution for decelerated flow as
well as a solution for pulsating flow. The generalization of Equation (6) for the verti-
cal (upward and downward) as well as arbitrary sloping pipes was presented recently by
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Urbanowicz et al. [49]. The maximal velocity for this case depends on the pipe slope angle
β as follows (Figure 4):

vmax =
R2

4µL
(∆p− gρL sin β). (7)

From Equation (7), it follows that in the case of upward vertical flow where β = 90◦ :
vmax = R2

4µL (∆p− gρL), while in the case of downward vertical flow where β = −90◦, the

maximal final velocity has the largest possible value equal to vmax = R2

4µL (∆p + gρL sin β).
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Knowing the solution for velocity distribution at the pipe cross–section (Equation (6))
enables us to calculate the following important parameters describing unsteady accelerated
pipe flow:

(a) average flow velocity: vm = 2
R2

∫ R
0 rv(r, t)dr

(b) wall shear stress: τw = −µ
∂v(r,t)

∂r

∣∣∣
r=R

(c) friction factor: f = 8τw
ρv2

m

The final form for the RGS-type accelerated flow is [49]:

vm, RGS = v∞

(
1− 32

∞
∑

n=1

e−λ2
nt̂

λ4
n

)
τw,RGS = 4µv∞

R

(
1− 4

∞
∑

n=1

e−λ2
n t̂

λ2
n

)
fRGS = 64

Re∞

[
1− 4

∞
∑

n=1

e−λ2
nt̂

λ2
n

]
·
[

1− 32
∞
∑

n=1

e−λ2
nt̂

λ4
n

]−2

(8)

Ito [18] generalized the above solution for the case where the initial velocity of the fluid
is not zero, which means a steady Hagen–Poiseuille flow is a starting point, and next an
instantaneous pressure gradient change takes place from an initial value equal G0 to a new
final value G∞ (Figure 2b). In this case, the final solution is steady-state Hagen–Poiseuille
flow but represented with a higher maximal velocity (in the axial position). The analytical
solution obtained for this extended case is:

v(r, t)RGSI =
G∞
(

R2 − r2)
4ν

− 2R2(G∞ − G0)

ν

∞

∑
n=1

J0
(
λn

r
R
)

λ3
n·J1(λn)

e−λ2
n

ν
R2 t (9)
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The RGS analytical solution was initially verified experimentally by Letelier and
Leutheusser [50] and in more detail by van de Sande et al. [38], Baibikov et al. [8] and
Lefebvre and White [39]. In all the mentioned experimental works, good agreement
between the RGS solution and the experimental results was indicated. As it is known
from the standard textbooks on steady pipe flow, the critical Reynolds number is about
2320 [14]. Below this value laminar flow takes place. For Reynolds numbers of up to 3000,
transitional flow occurs, and above that value, turbulent flow can be assumed. Lefebvre
and White [39] noticed that the laminar flow persisted in their experimental runs up to very
high values of Reynolds numbers in the range between 2·105 and 5·105. In another study
by van de Sande et al. [38], a lower value (Re = 57,500) was found. In both cases, however,
it can be seen that the values of the critical Reynolds number exceeded the critical one in
steady-state flow. From a paper that is a continuation of the Lefebvre and White study [51],
a transitional Reynolds number formula has been proposed Ret ≈ 450D

(
a/ν2)1/3, in which

a is acceleration, which was constant during experiments. A different formula based on the

Knisely et al. experiments [52] is Ret ≈ 1.33D
[(

a/ν2)1/3
]1.86

.

2.2. Other Solutions Driven by a Gradient Change

Ito [18], in addition to extending the RGS solution of Equation (9), has developed
the solution for the case when the pressure gradient given to a pipe begins to increase or
decrease in proportion to the time (gradient change scenario from Figure 2c):{

t < 0 then − 1
ρ

∆p
L = G0

t ≥ 0 then − 1
ρ

∆p
L = εt + G0

. (10)

The final analytical solution in the Ito (I) case is:

vI =
(εt + G0)

(
R2 − r2)

4ν
−

ε
(

R2 − r2)(3R2 − r2)
64ν2 +

2R4ε

ν2 ∑∞
n=1

J0
(
λn

r
R
)

λn5 J1(αn)
e−λn

2 ν
R2 t. (11)

There is a problem with the above equation regarding how the value of ε function
shall be calculated. The analysis of this equation shows that the lower the value of the ε
coefficient (representing jerk as its unit is [m/s3]), the smaller the angle of inclination of the
increasing gradient time curve, which will physically mean a larger time required to obtain
the selected reference average value of the flow velocity.

The review of analytical solutions in this group revealed that among all derived
analytical solutions, there is not one in which the ramp pressure gradient change is gradual,
as shown in Figure 2d. Such a solution seems desirable because in practice there are no
technical possibilities to change the pressure gradient in an instant way (for example, the
valve opening time in the work of van de Sande et al. was about 0.1 s). In real systems, the
change of pressure gradient will be strongly related to the valve opening time.

Avula [53] and Avula and Young [54] indicated that changes in velocity during ac-
celerating flows in real systems occur differently than described by the above classical
RGS theory. During their research, they experimentally recorded the pressure gradient
histories (for selected values of Reynolds numbers—see Figure 5), then they described their
mathematical form in an approximate way:

f (tA) =
1
2

dp∗

dx̂
= a1

(
1− e−a2tA

)
+ a3tA

a4 e−a5tA . (12)

where a1, . . . , a5 are constants calibrated with the reference to experimental results and x̂,
p∗ and tA are the normalized axial coordinate, pressure and time, respectively.
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The final modified semi-analytical Avula’s solution for the velocity profile is:

v∗ = 2 ∑∞
n=1

J0(ηn
r
R )

η3
n ·J1(ηn)

{
a1Re
2η2

n

(
1− exp

(
−2 η2

n
Re tA

))
+ a1Re

a2Re−2η2
n

(
e−a2tA − e−2 η2

n
Re tA

)
+

a3e−2 η2
n

Re tA
∫ tA

0 ua4 e (−a5u+2 η2
n

Re u)du
}

,
(13)

where dimensionless time tA = t vm,∞
R , vm,∞ = − R2

8µ
∂p
∂x = ∆p

L
R2

8µ is the final steady-state mean

velocity and ηn is a consecutive zero of a Bessel function of zero order J0
(√

sRe/2
)
= 0.

As the third right-hand side term of this solution (Equation (13)) cannot be evaluated
explicitly, this solution needed to be evaluated partially numerically. This numerical
solution significantly limits its practical application. A different mathematical form of the
function f (tA) to describe changes in the pressure gradient over time should be found.
Such a new function should be integrable to give a complete analytical solution for a wide
range of final Reynolds numbers. Illustrative comparisons of the results obtained with the
classical RGS model and Avula’s solution are shown in Figures 6 and 7.
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It can be seen from the comparisons in Figures 6 and 7 that a large discrepancy in
the profile dynamics is noticeable for small values of the dimensionless time tA < 10,
while for larger values tA > 200, the Avula solution begins to catch up with the classical
RGS solution.

A similar solution to the above was analyzed by Smith [55], who in his derivation
referred to some of the solutions discussed in the classical textbook “Hydrodynamics” by
Dryden et al. [56]. Smith’s solution was obtained for the following pressure gradient:

∂p
∂x

= bµk2e−νk2t, (14)

where k and b are positive constants and µ and ν are the dynamic and kinematic viscosities,
respectively. The final Smith’s (SM) solution is as follows:

v(r, t)SM = b
{

1− J0(kr)
J0(kR)

}
e−νk2t + 2bk2 ∑∞

n=1
J0
(
λn

r
R
)
e−λ2

n
ν

R2 t

λn

(
λ2

n
R2 − k2

)
J1(λn)

. (15)

When deriving the above solution, it was assumed that the pressure gradient appears
at time t = 0 and then gradually decays exponentially to zero (and not to a constant value).
Such a flow cannot be treated strictly as accelerated as two different periods occur. Firstly,
liquid accelerates until the fluid reaches the maximal mean velocity, while after that it
starts to decelerate until it comes back to rest again. That is why it is not a subject of
the present review. However, this analytical solution is presented and discussed shortly,
mainly because it has an interesting feature when the forced decay rate is equal to one of
the natural decay rates. It is analogous to the feature experienced in the classical problem
regarding oscillations of a linear pendulum in the case when the forcing frequency is equal
to the natural frequency (there are two distinct singularities in this final solution).

Other problems with the accelerated pipe flow solution of the RGS type have been
reported by Otis [35]. This author noticed that, usually, the pressure gradient does not
remain constant but rather it is the total head Hi, which is schematically presented in
Figure 8.
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During a flow acceleration, some portion of this head is utilized to establish the kinetic
head of the flow. The above is illustrated in Figure 8 in which there are three energy grade
lines: (a) just after the instantaneous valve opening, (b) at a later time and (c) after reaching
steady-state flow (Hagen–Poiseuille steady state). During flow development, the pressure
gradient along the pipe is diminished because of the observed velocity head development.
With the above in mind, the main Navier equation becomes non-linear and it is necessary to
use numerical methods to model it. Otis [35] presented experimental results (of accelerated
flow) of an unnamed researcher and a realistic numerical example of a start-up for SAE
10W-30 oil driven by a head of 1.053 m in a 10-cm diameter pipe with a length of 6.25 m.
The main conclusions were that the final steady-flow will occur in less than half the time
predicted by the RGS solution. In the same paper, Otis developed a start-up parameter in
the following form:

M ≡ G0D4

2048ν2ρL
, (16)

where G0 = γHi/L. Otis concluded that analysis of this parameter revealed that when
M < 1, the wall shear stress rises monotonically with time, while for M > 1, the shear stress
overshoots the steady-state value. In addition, Otis stated: “Such behavior resulting from
the fact that the time constant for flow start-up decreases with M, whereas the time constant
for boundary layer growth is independent of M.” Otis’s correction was verified numerically
by Singh [57], who derived a corrected equation that he did not solve analytically but
led to a numerical form suitable for the creation of a computer program and succeed
numerical calculations. Patience and Mehrota [58] wrote the Otis start-up parameter in a
much simpler form:

M ≡ Re·D
64L

(17)

They also noted that both Szymański [13] and Otis [35] overlooked the hydrodynamic
developing region effect in their works. Additionally, Patience and Mehrota proved that in
the analyzed comparison start-up cases by Otis, the flow was not fully developed. Their
conclusion was based with help of the Fargie and Martin ξ coefficient [59]. Andersson and
Kristoffersen also dealt with this problem. In [34], they demonstrated that the start-up flow
Otis parameter M defined by Equation (16) is the crucial parameter also when the entrance
effects are taken into account. For long pipes (M = 0), the Anderson and Kristoffersen
numerical solution differs by less than 1% from the exact analytic solution obtained by RGS.
For shorter pipes, these authors observed that the start-up period and the resulting steady-
state flow rate are significantly reduced due to the entrance region effects. When M = 0.5
the start-up time and ultimate flow rate are reduced by about 55% and 40%, respectively,
compared with the classical solution of RGS derived for long pipes. In view of the above
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comments and discussed works, Patience and Mehrota [60] introduced a correction of the
method proposed by Otis.

2.3. Universal Solution for Arbitrary Pressure Gradient

The analysis of a number of scientific papers for the purposes of this review revealed
that there is a universal solution that can be used to determine the velocity profile for
any change in the pressure gradient. Information about this solution will be the topic of
this subsection.

Fan in his Ph.D. thesis [61] derived analytical solutions for: (a) impulsive pressure
gradient (here the pressure gradient is a function of Dirac delta function); (b) flow under
a constant pressure gradient (analogous to RGS solution); (c) flow under a harmonically
oscillating pressure gradient; (d) a general solution by superposition integrals and (e) a
general solution by the transformation of the governing equation of motion to a homoge-
neous equation. The latter helped Fan to derive a final analytical solution for an accelerated
flow in a pipe with a rectangular cross-section, which will not be discussed due to limited
practical applications. The most important solution according to this subsection title is the
general solution defined by superposition integral. Since the considered problem is linear,
Fan noticed that the solution for any arbitrary f (t) can be obtained by one of the following
superposition integrals:

v(r, t) = −
∫ t

0
f (u)v1(r, t− u)du = −

∫ t

0
f (t− u)v1(r, u)du, (18)

where: 1
ρ

∂p
∂x = f (t) and v1

(
r̂, t̂
)
= 2 ∑∞

n=1
J0(r̂λn)

λn J1(λn)
e−λ2

n t̂ is the solution that Fan obtained for
impulsive pressure gradient, or:

v(r, t) = − f (0)v2(r, t)−
∫ t

0
f ′(u)v2(r, t− u)du = −

∫ t

0
f (u)

∂v2(r, t− u)
∂t

du, (19)

where v2(r, t) is the RGS solution v2(r, t) = 1
4ν

[[
R2 − r2]− 8R2 ∑∞

n=1
J0(λn

r
R )

λ3
n ·J1(λn)

e−λ2
n

ν
R2 t
]

.

The First Fan integral solution Equation (18) is of simple mathematical structure. The
second solution (known as Duhamel’s integrals) is based on the more demanding RGS
solution Equation (19). Both superposition solutions described by Equations (18) and (19)
were derived for the case with the initial flow at rest (mean velocity equal to zero). A
solution that takes into account the initial flow was derived by Daneshyar [62]. Daneshyar
gives a solution for an arbitrary f (t), using the theory of integral transforms to solve the
main Equation (1). He proved after Sneddon [63] that if ξn is chosen to be a root of:

J0(Rξn) = 0 (20)

then ∫ R

0
r
(

∂2v
∂r2 +

1
r

∂v
∂r

)
J0(rξn)dr = −ξ2

nv (21)

where

v =
∫ R

0
rv(r, t)J0(rξn)dr (22)

is the finite Hankel transform of v. When both sides of Equation (1) are multiplied by
rJ0(rξn) and integrated (within the limits 0 to R), the following ordinary differential equa-
tion is obtained for v:

dv
dt

+ νξ2
nv = f (t)

∫ R

0
rJ0(rξn)dr = f (t)

R
ξn

J1(Rξn) (23)
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The solution that satisfies the initial condition v(ξn, 0) = v0 is:

v =
∫ t

0
f (u)

R
ξn

J1(Rξn)exp
[
−νξ2

n(t− u)
]
du + v0 (24)

And, next, with the inversion theorem of finite Hankel transforms, a general solution
is found to be:

v = v0 +
2

R2

∞

∑
n=1

J0(rξn)

[J1(Rξn)]
2 v = v0 +

2
R

∞

∑
n=1

J0(rξn)

ξn J1(Rξn)

∫ t

0
f (u)exp

[
−νξ2

n(t− u)
]
du (25)

that is valid for an arbitrary pressure gradient (hidden under f (t) function).
It can be now noticed that substituting for Rξn = λn one gets ξn = λn/R, which, when

inserted into the above formula, will reduce this solution to the following form:

v = v0 + 2 ∑∞
n=1

J0
( r

R λn
)

λn J1(λn)

∫ t

0
f (u)e−λ2

n(t−u)du, (26)

In the special case of the above solution, v0 can be treated as an initiation laminar flow
profile of steady Hagen–Poiseuille type flow.

A careful literature review reveals that universal solutions of this type were derived
many times. Chronologically, the earliest form of this solution was presented by Vogepohl
in a short note published in 1933 [30]. Then in 1956, Roller, in his master’s thesis [64], noticed
(similarly to Daneshyar about 15 years later) that the solution of the Navier momentum
equation can be obtained with the use of the analogy to the temperature distribution in
a cylindrical rod (defining the analogous boundary and initial condition) [63]. Zielke in
his Ph.D. thesis [65] rederived Fan’s solution in the form of Equation (19) using Laplace
transforms. Hersey and Song by using Laplace transforms [66], and Avula with the help of
the Cauchy residue and convolution integral theorem [53], derived the same solution but
based on different normalized quantities. These solutions were again derived and used
with the help of the eigenfunction method in the work of Xiu et al. [67], where the starting
flow was analyzed, and in the Sun and Wang paper [68], where the water hammer case
(starting from steady Hagen–Poiseuille flow) was examined:

v̂
(
r̂, x̂, t̂

)
=

∞

∑
n=1

16J0(r̂λn)

λ3
n J1(λn)

e−λ2
n t̂ +

∞

∑
n=1

∫ t̂

0

2J0(r̂λn)

λn J1(λn)

[
−∂Ĥ(x̂, u)

∂x̂

]
e−λ2

n(t̂−u)du (27)

where: x̂ = x/L; r̂ = r/R; v̂ = v/v0 and Ĥ = ∆pR2

Lµv0
.

In the above equation, an interesting identity is used (for initial time t̂ = 0), that can be
found in many papers among them the ones discussed in this review i.e., Szymański [13],
Gerbes [17], Xiu et al. [67], etc:

∑∞
n=1

8J0(λn r̂)
λ3

n J1(λn)
= (1− r̂) for 0 ≤ r̂ ≤ 1 (28)

The most recent study in which this universal equation was re-derived and examined
is Lee’s paper published in 2017 in Applied Mathematical Modelling [69]. The motivation
of this section is to systematize the derivation of the universal formula discussed above.
The list of references is presented in Table 1.
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Table 1. A list of works in which a universal formula was derived.

No Author/s Year Reference

1 Vogelpohl 1933 [30]

2 Roller 1956 [64]

3 Fan 1964 [61]

4 Song 1966, 1967 [66,70]

5 Zielke 1966 [65]

6 Avula 1968, 1969 [53,71]

7 Daneshyar 1970 [62]

8 Xiu et al. 1995 [67]

9 Sun and Wang 1995 [68]

10 Lee 2017 [69]

2.4. Comments on the Pressure Gradient Driven Flows

As noticed, the formulas discussed above concerned pipes with circular cross-sections.
Readers interested in other solutions, e.g., similar accelerated flow in ducts with different
geometry, are referred to other works: the solution to this problem for ducts with a rect-
angular cross-section was derived in the works of Fan and Erdogan [21,61,72]; start-up
flow in an annulus was developed by Müller [73]; for other cross-sections, an intensive
study was carried out by Laura [22]; solution for pipes, taking into account the slip of the
fluid on the wall [74]; start-up flow in a circular porous pipe [75]; development of unsteady
flow at the entrance length of a circular tube starting from rest [19,20,54,76]; the effects
of time-dependent viscosity [77–79]; unsteady laminar flow in tubes with a tapered wall
thickness [80], etc.

Due to the need to use the zeros of the Bessel function, the presented solutions are
a challenge, because it is usually necessary to write a short program in software such
as Matlab or Wolfram Mathematica, hence the approximation forms of these formulas
discussed by Muzychka-Yovanovich [23,24] and Urbanowicz et al. [4] are also an interesting
proposition. It is also worth adding that governing equations of motion, are respectively
analogous to heat conduction in a long cylinder with constant thermal conductivity [81].
So all the results presented in this paper for laminar flows are directly transformable to
the solution of heat conduction in long cylinders with internal heat generation (simply

replacing pressure gradient G by heat generation source term
.
g

cP ·ρ ; kinematic viscosity ν by
thermal diffusivity α and velocity field v(r, t) by temperature field T(r, t)).

Moss developed [82] a dimensionless flow acceleration parameter that takes a zero
value in the case of an impulsively begun flow and non-zero values for exponentially
increasing flows. When this parameter is increased beyond a critical value (7.059), the
boundary layer never merges. The method developed by Moss is suitable for the application
of any stability analyses of unsteady flows, which is very useful to study the physical
insights of different flow fields. Pozzi and Tognaccini [83] have extended the analysis of
the present accelerating problem in pipes for the thermo-fluid dynamic field arising in an
infinite pipe with a circular section when the incompressible fluid is impulsively started
from rest by a sudden jump to a constant value of the axial pressure gradient. These authors
derived analytical solutions for the temperature field taking additionally into account the
dissipation of kinetic energy (Eckert number different from zero) in the relevant case of
Prandtl number equal to one. The final solution has been obtained and discussed for four
cases depending on the condition imposed on the wall: constant temperature, adiabatic
wall, assigned heat loss, and assigned constant flux.

To sum up, the analysis of the presented analytical solutions of accelerated flows in
pressure lines forced by a change in pressure gradient shows that:



Energies 2023, 16, 1407 14 of 29

- the derivation of the analytical formula is missing for the initially linear change of the
pressure gradient with subsequent stabilization on a constant value (ramp jump of
pressure gradient) (Figure 2d);

- selected experimental studies confirmed the effectiveness of the RGS solution;
- it seems that Avula’s solution has great practical potential because the real pressure

gradient may have a course similar to that recorded experimentally by Avula. How-
ever, further research and work are needed to simplify this solution, firstly by selecting
a function representing the gradient that can be integrated (this will make it possible to
omit numerical solutions) and secondly, it is necessary to simplify the dimensionless
description so that it is not based on the Reynolds number and complex zeros from
zero-order Bessel functions with highly complicated arguments;

- there is a certain universal analytical solution that allows the determination of the
formula for the flow velocity profile for any function describing the pressure gradient.
This solution has been rediscovered many times over the years.

3. Accelerated Laminar Flows Driven by Sudden Imposition of Flow Rate
3.1. Rapid Instantaneous Increment of Flow Rate

In the second group of models, the equation from which the final solution is derived
is the very same equation Equation (1) that was discussed in the previous section. The pipe
is also treated as long in this case, so that the influence of the formation of the flow profile
in the entrance section (additional resistance) can be neglected. The fluid is assumed to be
incompressible and the pipe is assumed to be horizontal (ignoring gravitational forces).
The original authors of this solution are the Norwegians Helge I. Andersson and Knut L.
Tiseth [32]. In this model, a sudden imposition of a constant flow rate is assumed. Such
flow can be treated as generated by a piston that is suddenly set in motion with a constant
speed. Mathematically, this particular kind of flow is subject to the integral constraint:

Q ≡
∫ R

0
2πrvdr = constant (29)

where Q is the flow rate.
During the start-up of this flow, the uniform motion is set initially into the pipe and

the time scale for viscous diffusion is finite and of the order R2

ν , which means that only an
infinitesimally thin viscous layer exists at t = 0.

The complete boundary and initial conditions are:

(a) uniform distribution of velocity at the cross-section:

v(r, 0) =
1
2

vmax (30)

(b) unsteady motion is characterized by the no-slip condition at the pipe wall Equation (3);
(c) the velocity profile gradually approaches the steady Hagen–Poiseuille flow solution

Equation (4);
(d) an arbitrary velocity scale was defined as the maximum steady state velocity, i.e.,

v = vmax for r = 0.

The main equations in the Anderson and Tiseth paper [32] were scaled and presented
in dimensionless form. The dimensionless pressure gradient solution (in this case variable
in time) tends to four when fluid approaches its steady state after acceleration. The
dimensionless velocity solution was split into steady and transient deviation terms made
up of two separate functions, one being related to the radial position S(r̂) and other to time
T(t̂). Applying a boundary condition and using the integral of the momentum equation
helped Anderson and Tiseth to derive a partial differential equation that was next separated
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into two ordinary differential equations, the solution of which was found in a form of an
infinite Bessel function series:

v(r, t)AT = 2v∞

[(
1−

( r
R

)2
)
+ 2

∞

∑
n=1

J0
(
αn

r
R
)
− J0(αn)

α2
n J0(αn)

·exp
(
−α2

n t̂
)]

(31)

where αn is the nth zero of the Bessel function J2(αn) and v∞ is the final mean velocity of
the flow.

Based on the solution of Equation (31), formulas can be derived for the basic parame-
ters of this type of accelerated unsteady flow [4]:

τw,AT = 2µv∞
R

[
2 + ∑∞

n=1 e−α2
n t̂
](

∂p
∂x

)
AT

= −4µv∞
R2

[
2 + ∑∞

n=1 e−α2
n t̂
]

fAT = 64
Re∞

[
1 + 1

2 ∑∞
n=1 e−α2

n t̂
] (32)

The course of the AT solution over time is shown in Figures 9 and 10. Figure 9 shows
the dynamics of the development of the velocity profile, while Figure 10 compares the
change in the maximum velocity value (in the axis of the pipe) obtained with the AT and
RGS models. The last comparison shows that in the AT solution, the final profile similar
to the Hagen–Poiseuille flow is obtained much faster (for t̂ ≈ 0.2) than with the use of the
RGS solution.
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The experimental and numerical validations of this model have been performed by
Chaudhury et al. [41]. The conclusion was that the Andersson and Tiseth [32] analytical
model is also valid for finite-length tubes at locations beyond the entrance flow develop-
ment length. Chaudhury et al. additionally write that: “This has been demonstrated by
observing the same flow at x/D = 55 downstream of the inlet. The developed transient
event is insensitive to the position of the piston provided the piston is more than two
piston diameters away from the tube entrance. Under these conditions, results apply for
constant volume flux start-up flows in physically similar piston pumps. The flow devel-
opment region is significantly shorter spatially and temporally than in constant pressure
gradient-driven flows.”

Other experimental runs that are frequently cited were performed by Kataoka et al. [40].
Kataoka et al. reported that during their experiment an “annular jet effect” (AJE) was
observed. Anderson and Tiseth [32] concluded that this AJE results from the unintentional
pressure oscillations induced in the early stage of the start-up period. García García and
Alvariño were motivated by these experimental results and this very untypical AJE. They
found [84] that in another experimental paper by Maruyama et al. [85], the authors showed
the initial stage of an AJE, thus confirming the Kataoka et al. discovery. García García and
Alvariño write that: “the origin of the AJE is the result of a partial or local accordion effect,
which only involves the flow away from the centreline. During an interval around τ ≈ 0.02,
the mean velocity is greater in a region midway between the core and the wall. Later, U-
profiles, τ & 0.06, show a more conventional accordion effect, affecting the complete profile
(global deformation). Now, the qualitative difference between early and late turbulence
should emerge: the former does not present the accordion effect but AJE, whereas the latter
manifests varying degrees of local accordion effects that translate into lone concavities
and AJE” and “With slow turbulence, the mid-section experiences a greater increase, even
yielding an AJE if the acceleration of first stage is high enough, whereas the core velocity
tends to decrease”.

Sparrow et al. [76] derived an equation for velocity formulation in a pressure inlet
from a reservoir. Interestingly it has the same mathematical form as the AT solution for
accelerating pipe flow:

v(r, t)S = 2v∞

[(
1−

( r
R

)2
)
+

∞

∑
n=1

2
α2

n

{
J0
(
αn

r
R
)

J0(αn)
− 1

}
e−α2

nX∗
]

(33)

The difference is that in place of AT dimensionless time, the Sparrow et al. analytical
solution has the dimensionless distance function X∗ calculated as the ratio of a stretched
axial coordinate x∗ multiplied by the kinematic viscosity divided by the mean velocity
multiplied by a square of the pipe radius X∗ = x∗ν

R2v∞
.

3.2. Other Flow Rate Solutions and Comments

Das and Arakeri [36] prepared and made experiments in which the motion was
generated by a piston. In this case, the pressure is unknown and determined indirectly by
the piston motion. Assuming incompressible flow, the piston motion is felt immediately at
each cross-section of the pipe and the volume flux at any cross-section corresponds to the
volume flux due to piston motion:

2π

R∫
0

rvdr = vp(t)πR2 (34)

where vp is a piston valve. Similarly, as in Anderson and Tiseth and pressure-gradient-
driven flows, the main equation is the Navier momentum equation defined by Equation (1).
Using the above assumption, the solution obtained for the reverse flow that was firstly
accelerated from the rest, then was constant and finally decelerated to rest, as presented
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in Figure 11, will be investigated below. During the piston acceleration (0 ≤ t ≤ t0) the
solution is:

vDA =
vp
t0

2t
(

1−
( r

R
)2
)
+

R2

ν

(
1
8

(
1−

( r
R

)4
)
− 1

6

(
1−

( r
R

)2
))

︸ ︷︷ ︸
T1


+2vp

R2

ν

∞
∑

n=1

J0(αn)−J0(αn
r
R )

α3
n J1(αn)

·
exp

(
−α2

n
ν

R2 t
)

t0︸ ︷︷ ︸
T2

(35)

where: vp—piston velocity during the time t0 to t1.

Energies 2023, 16, x FOR PEER REVIEW 17 of 30 
 

 

in Figure 11, will be investigated below. During the piston acceleration (0 ≤ 𝑡𝑡 ≤ 𝑡𝑡0) the 
solution is: 

𝑣𝑣𝐷𝐷𝐴𝐴 =
𝑣𝑣𝜕𝜕
𝑡𝑡0
⎣
⎢
⎢
⎢
⎡
2t �1 − �

𝑟𝑟
𝑅𝑅�

2
� +

𝑅𝑅2

𝜈𝜈
�

1
8
�1 − �

𝑟𝑟
𝑅𝑅�

4
� −

1
6
�1 − �

𝑟𝑟
𝑅𝑅�

2
��

�����������������������
𝐴𝐴1 ⎦

⎥
⎥
⎥
⎤

+ 2𝑣𝑣𝜕𝜕
𝑅𝑅2

𝜈𝜈
�

J0(αn) − J0 �αn
𝑟𝑟
𝑅𝑅�

αn3J1(αn) ∙
∞

n=1

exp �−αn2
𝜈𝜈
𝑅𝑅2 t�

𝑡𝑡0�����������
𝐴𝐴2

 

(35) 
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and after the piston has stopped (𝑡𝑡2 ≤ 𝑡𝑡 ≤ ∞): 
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For a constant piston velocity (t0 ≤ t ≤ t1):

vDA = 2vp

(
1−

( r
R

)2
)
+ vp
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)
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n J1(αn)
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 (36)

During piston deceleration (t1 ≤ t ≤ t2):

vDA = 2vp
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and after the piston has stopped (t2 ≤ t ≤ ∞):

vDA = 2vp
R2

ν

∞

∑
n=1

J0(αn)− J0
(
αn

r
R
)

α3
n J1(αn)

T4 +
exp

(
−α2

n
ν

R2 (t− t2)
)

(t2 − t1)

 (38)

where: αn—zeros of the second-order Bessel function J2(αn), vp is piston velocity, t0 is the
time of acceleration, t1 is the time when a stepper motor is switched off and t2 is the time
when piston motion stops.

Solutions for the piston acceleration Equation (35) and constant piston velocity Equation (36)
when t1 → ∞ form an analytical solution for the ramp change of velocity.

Das and Arakeri pointed out after analyzing the flow profiles for the piston decelera-
tion phase that the velocity profiles close to the walls can be in the opposite direction to the
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core flow. So, this type of unsteady flow does have inflection points and hence can become
unstable at relatively low Reynolds numbers.

A comparison of the development of flow profiles in the Anderson and Tiseth solution
(continuous lines) and Das and Arakeri ramp change version (the dotted lines obtained
with the help of Equations (35) and (36)) is presented in Figure 12. It can be seen that in
the final phase from the dimensionless time t̂ = 0.05 both solutions start to approach each
other. The Das and Arakeri solution (DA model) starts from the rest value, not as in the AT
model from the non-physical mean velocity v̂m = 0.5.
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Kannaiyan et al. [37] further generalized the AT and DA solutions introducing a
condition of double-step changes in the flow rate:

Q(t) = vm(t)A =


0; t ≤ 0

Qi = vm,i·A; 0 < t ≤ tc
Q∞ = vm,∞·A; tc < t ≤ ∞

(39)

where: vm,i—initial mean velocity and vm,∞—final mean velocity of flow.
With this assumption, it was possible to derive the solution for acceleration from one

steady state (or developing one) to another steady flow. This means that in this solution,
compared to the Andersson and Tiseth, and Das and Arakeri, solutions, the flow does not
need to start accelerating from rest.

The final solution for the axial velocity profile is:

v(r, t)KVN = 2vm,∞

[(
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)
−

∞

∑
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(40)

The solution for time-dependent pressure gradient in this case takes the follow-
ing form:(

∂p
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)
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=
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(41)

In a recent paper, Kannaiyan et al. [86] analyzed the stability of a laminar pipe flow
subjected to a step-like increase in the flow rate.

Summing up the second group of models, in which the flow is forced by a specific
change in the flow rate, it can be concluded that:

- the Andersson and Tiseth solution is characterized by a non-physical jump in the flow
rate from zero to 0.5. The above results from the fact that the velocity profile changes
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from a flat plug profile to a parabolic one over time (but maintains constant mean
velocity). A similar change takes place at the entrance section from the reservoir to
the pipe, as the parabolic profile is here formed along the pipe length in a similar way,
which was noticed and described by Sparrow et al. [76];

- the Das and Arrakeri model seems to be correct from a practical point of view; in this
model, the velocity profile starts its development from the zero value (Figure 12);

- the solution discussed in this section can be used in practice only in cases where the
flow occurs as a result of the piston’s motion.

4. Accelerated Turbulent Pipe Flow—TULF Model by García García and Alvariño

In this section, the model that extends from steady to unsteady turbulent pipe flow will
be discussed. The model is based on Pai’s [87] idea of decomposing the turbulent velocity
profile to the sum of the Hagen–Poiseuille parabola and a purely turbulent component.
The starting point of García García and Alvariño model (TULF model; TULF is an abbrevi-
ation for the theory of underlying laminar flow) is the non-homogeneous dimensionless
Reynolds-averaged Navier–Stokes partial differential equation (RANSE) [84,88–90]:

∂v
∂t̂
−
(

∂2v
∂r̂2 +

1
r̂

∂v
∂r̂

)
= −∂ p̂

∂x̂
− 1

r̂
∂(r̂σ)

∂r̂
= Π

(
t̂
)
+ Σ

(
t̂, r̂
)

(42)

with the following initial and boundary conditions:

v(0, r̂) = v0(r̂), v
(
t̂, 1
)
= 0,

∂v
(
t̂, 0
)

∂r̂
= 0 (43)

and knowledge of the dimensionless Reynolds-averaged continuity equation:

∂v
∂x̂

= 0 (44)

In the above equations Π
(
t̂
)

is the mean (minus) pressure gradient, σ
(
t̂, r̂
)

is the
Reynolds Shear Stress (RSS) field, satisfying the condition σ

(
t̂, 0
)
= σ

(
t̂, 1
)
= 0 and the

function Σ
(
t̂, r̂
)
= − 1

r̂
∂(r̂σ)

∂r̂ is defined by the authors of this model as the Weighted Reynolds
Shear Stress Gradient (WRSSG).

The new semi-analytical solution was obtained by García García and Alvariño [84,88–90]
in the following steps:

(a) solving the homogeneous equation (left-hand side of Equation (42)) for the bound-
ary conditions (43). Firstly, it was split up into two ordinary differential equations
(separate for variable r̂ and t̂). Equation with r̂ constitutes a classical Sturm–Liouville
problem whose solution is the set of normalized eigenfunctions, while the other one
(dependent on t̂) is a temporal equation. The final general transient velocity field
solution takes a form similar to Fan’s solution obtained for impulsive pressure gra-
dient (solution v1

(
r̂, t̂
)

mentioned under Equation (18)), the only differences were
coefficients determined from initial conditions;

(b) obtaining the solution for the non-homogeneous case with the help of an integrat-
ing factor and knowledge of the source functions Π

(
t̂
)

and Σ
(
t̂, r̂
)
, which were

assumed as well-behaved functions. The mean velocity field v
(
t̂, r̂
)

is composed
of three terms: vI—corresponds to transient decay of the mean initial velocity vm,0;
vP—defines the unsteady response of the time-dependent mean pressure gradient;
vR—source of velocity field caused by the turbulence’s Reynolds shear stress gradient.
From [90], it follows that function Σ

(
t̂, r̂
)

can be treated as a sum of components of
the eigenfunction expansions of σ/r̂ and ∂σ/∂r̂, respectively. In turbulent flows, the
analytical form of σ

(
t̂, r̂
)

is not known, and must be determined from known reliable
experimental data;
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(c) using Pai’s method [87], the mean velocity field vI can be composed as a sum of
underlying laminar flow vIL

(
t̂, r̂
)

and the pure turbulent component vIT
(
t̂, r̂
)
. This

allowed the decomposition of the general mean flow equation into the sum of two
fields, laminar and turbulent, respectively (see block diagram in Figure 13), as pro-
posed by García García and Alvariño. The temporal evolution of vL and vT are
different, such a situation generates asynchronism (distortion) of the mean velocity
field of unsteady flows resulting in many phenomena noticed earlier only in the ex-
perimental research. Many of them have been discussed and explained in the authors’
publications [84,89,90];

(d) the mean pressure gradient (MPG) was assumed to undergo a linear change until
reaching its final value. The MPG change time can be controlled directly by an
experimenter (associated with the mean valve-aperture time), and therefore, it can
be assumed that it will remain virtually unchanged in all realizations of the flow.
The second source term, the RSS field, is strictly connected with turbulence. A linear
homotopy transition of this field is assumed. It follows that RSS is modeled similarly to
MPG, but the slope can be assumed differently (∆t̂ versus t̂2 will be discussed later on).
Such a simplified ramp approach has one degree of freedom and singularities which
can cause visible unrealistic peaks of final solutions, however, as shown in [84,90],
the quality of the modeling compliance can be considered satisfactory. In starting
flow from rest the RSS must evolve from a zero value to some constant value related
to a steady-state final flow. To model the final state, the model of Pai is used [87],
which gives acceptable results for moderate Reynolds numbers (it is a limitation of
this semi-analytical model). The Pai model helps to define the initial and final flow in
simple polynomial form.

The terms (Π0, Π∞; χ0, χ∞ and q0, q∞) that govern RSS, mean velocity and WRSSG are
defined in [84] as Spatial Degrees of Freedom (SDoF) that need to be calculated for the initial
and final times. They define the radial dependence of the relevant flow fields. Coefficient χ0
is the initial centreline turbulent dissipation being the ratio vL

(
t̂ = 0, r̂ = 0

)
/v
(
t̂ = 0, r̂ = 0

)
of underlying laminar flow to the mean velocity at the centerline of the pipe. The turbulence
field can be switched off if one assumes χ0 = 1. The other initial coefficient q0 is a best-
fitting integer power. The final values of the coefficients χ∞ and q∞ need to be defined from
the experimental velocity profile of the final turbulent flow.
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Figure 13. TULF model component-wise block diagram of detailed velocity field decomposition.

If the accelerated flow is started from rest then the initial values of RSS, velocity field
and WRSSG are: σ0(r̂) = 0; v0

(
t̂ = 0, r̂

)
= 0 and Σ0(r̂) = 0, while the final values can be

calculated from the following equations [84]:

{
σ
(
t̂, r̂
)

Σ
(
t̂, r̂
)} =


0

2η2( 3
2 − η

){σ∞(r̂)
Σ∞(r̂)

}
{

σ∞(r̂)
Σ∞(r̂)

} if t̂ < t̂0,
if t̂0 ≤ t̂ ≤ t̂2,

if t̂ > t̂2.
(45)

where η = t̂−t̂0
t̂2−t̂0

∈ [0, 1], t̂0 is the mean time of transition to turbulence; t̂2 is the mean
turbulence-settling time. These times are not easily controlled by any experimenter (the
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values may change from one experiment to the other). They must be defined in the
TULF model too, they are external parameters that cannot be determined from analytical
theory. The relation between mentioned times t̂0, t̂2 and ∆t̂ defined as Temporal Degrees of
Freedom (TDoF) can be a source of division of the flows into four classes [84]:

(I) t̂0 < ∆t̂—here turbulence on average begins before the increase in MPG is over (early
transition to turbulence);

(II) t̂0 > ∆t̂—the turbulence on average begins after the MPG becomes constant (late
transition to turbulence);

(III) t̂2 − t̂0 < ∆t̂—the turbulence’s increase rate is faster than that of MPG with an offset
t̂0 (fast turbulence evolution);

(IV) t̂2 − t̂0 > ∆t̂—the turbulence increases slower than the MPG, even after subtracting
the offset (slow turbulence evolution).

The above four types of accelerated pipe flows are the subject of intensive research
discussed in [84];

(e) the use of formulas discussed in earlier points made it possible to determine the final
solution for the terms vL

(
t̂, r̂
)

and vT
(
t̂, r̂
)

for the analyzed case of accelerated flow
for appropriate ranges of dimensionless time.

The final solution [84] for vL
(
t̂, r̂
)

is:

(a) for 0 ≤ t̂ ≤ ∆t̂:

vL
(
t̂, r̂
)
=

12Π
(
t̂
)

∆t̂3

∞

∑
n=1

J0(λn r̂)
λ9

n J1(λn)

[
−λ6

n t̂3

3
+ λ4

n

(
λ2

n∆t̂
2

+ 1
)

t̂2 +
(

λ2
n∆t̂ + 2

)(
1− λ2

n t̂− e−λ2
n t̂
)]

(46)

(b) while for t̂ > ∆t̂:

vL
(
t̂, r̂
)
=

12Π
(
t̂
)

∆t̂3

∞

∑
n=1

J0(λn r̂)
λ9

n J1(λn)

[(
2− λ2

n∆t̂
)

e−λ2
n(t̂−∆t̂) −

(
2 + λ2

n∆t̂
)

e−λ2
n t̂ +

λ6
n∆t̂3

6

]
(47)

And the final solution [84] for vT
(
t̂, r̂
)
:

(a) for 0 ≤ t̂ ≤ t̂0:
vT
(
t̂, r̂
)
= 0 (48)

(b) for t̂0 < t̂ ≤ t̂2:

vT
(
t̂, r̂
)
=

Π(t̂)

(t̂2−t̂0)
2

q(χ−1)
χ(q−1)

∞
∑

n=1

J0(λn r̂)
λ6

n(J1(λn))
2

[
1F2

(
q; q + 1, 1;− λ2

n
4

)
− 2J1(λn)

λn

]{
3
[((

t̂− t̂0
)
λ2

n − 1
)2

+ 1− 2e−λ2
n(t̂−t̂0)

]
− 2
(t̂2−t̂0)λ2

n

[(
t̂− t̂0

)3
λ6

n − 3
(
t̂− t̂0

)2
λ4

n + 6
((

t̂− t̂0
)
λ2

n − 1 + e−λ2
n(t̂−t̂0)

)]}
∞

(49)

(c) for t̂ > t̂2:

vT
(
t̂, r̂
)
=

Π(t̂)

(t̂2−t̂0)
2

q(χ−1)
χ(q−1)

∞
∑

n=1

J0(λn r̂)
λ6

n(J1(λn))
2

[
1F2

(
q; q + 1, 1;− λ2

n
4

)
− 2J1(λn)

λn

]{
λ4

n
(
t̂2 − t̂0

)2

−6e−λ2
n(t̂−t̂0)

(
2

(t̂2−t̂0)λ2
n
+ 1
)
+ 6e−λ2

n(t̂−t̂2)

(
2

(t̂2−t̂0)λ2
n
− 1
)} (50)

In Equations (49) and (50), 1F2(a; b, c; x) is the Generalized Hypergeometric function,
which generally is calculated in the following way:

1F2(a; b, c; x) =
∞

∑
n=1

(a)n

(b)n(c)n

xn

n!
(51)
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In Equation (51), (z)n is the Pochhammer’s symbol, which is defined as:

(z)n = z(z + 1)(z + 2) · · · (z + n− 1) =
n

∏
k=1

(z + k− 1) =
Γ(z + n)

Γ(z)
, (z)0 = 1, z ∈ N (52)

The complete accelerated solution is a sum of laminar and turbulent components:

v
(
t̂, r̂
)
= vL

(
t̂, r̂
)
+ vT

(
t̂, r̂
)

(53)

An example of simulation with this model for a case of accelerated pipe flow from
rest to Re = 56677 is presented in Figure 14. Input data for this early and slow class of
accelerated flow are: Π

(
t̂
)
= 4.0912·106; ∆t̂ = 0.006; q = 45; χ = 29.3758; t̂0 = 0.0042;

t̂2 = 0.012.
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In summary, the TULF solution presented by García García and Alvariño is an in-
teresting addition to the theory of analytical methods for solving this type of accelerated
flow. With its help, it was possible to theoretically justify many phenomena occurring
during accelerated flows (e.g., the hyperlaminar jet effect [91], the lone concavity [92], or
the annular jet effect [40,85,93]), which until now had only been observed experimentally.
These findings show the role of analytical solutions in the continuous scientific progress
regarding the issues of transient liquid flows through pressurized pipes. They were derived
assuming a pressure gradient change as a flow generator. This means that an equivalent
solution could also be derived for forced flow by means of a piston.

5. Conclusions

Two types of accelerated flows described in the literature were analyzed: (1) accel-
eration as a result of a change in pressure gradient (occurs in systems where a change
in pressure occurs as a result of a sudden opening of the gate valve) and (2) acceleration
resulting from the assumption of a specific change in the flow rate (such a situation occurs
in hydraulic systems with forced movement due to the displacement of piston elements).
A survey of the literature shows that the standard 1932 Szymański’s solution has been inde-
pendently derived much earlier by at least two scientists: (1) the Italian Roiti in 1871 and
the Russian Gromeka in 1882, hence it should be quoted as the RGS solution, as adopted in
this work from the letters of the authors’ surnames. An interesting solution, which is the
prototype of the 1992 Andersson and Tiseth solution, was derived in 1933 by Vogelpohl.
This combines the universal solution for any change in the pressure gradient discussed in
detail in Section 2.3 of this work with solutions from the second group, i.e., flows forced by
a jump in the flow rate. Vogelpohl succeeded in determining the pressure gradient function
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such that the average value of the flow velocity is kept constant (identical to that obtained
almost sixty years later by Anderson and Tiseth). All the analytical solutions discussed in
this work are of great practical value, as they give the opportunity to accurately analyze the
variability in velocity profiles, mean velocity values (or pressure gradients), shear stresses
on the pipe wall, dynamic friction coefficients, etc. Thanks to this, they are perfect for
verifying commercial programs in the field of CFD (computational fluid dynamics). The
completed review of known analytical models of accelerated flow indicates that Telionis
was right when he wrote in his book that “impulsive fluid motions do not exist in reality”.
In real life the motion of a piston is never instantaneous as assumed in the Anderson and
Tiseth solution; similarly, an instantaneous pressure gradient never takes place in real
systems (as an effect of the valve opening time). So real flow is always somewhere between
these two solutions defined and discussed in this paper. In the case of accelerated flows
resulting from the impact of the pressure gradient at the inlet and outlet of the conduit, it
seems that further research is necessary to show the real time variability of pressure gradi-
ent functions in laminar flows. This will determine whether it can actually be described by
a function similar to the one observed in experimental studies by Avula in 1968, if so, it will
still be necessary to choose a function that will give a complete analytical solution (and not,
as now, the integral of this function should be determined numerically). There is a need to
summarize all scientific papers describing experimental studies of accelerated flows—most
are focused on the transition between laminar and turbulent flow. Experimental studies
strictly concerning only laminar flows (Re < 2320) are almost non-existent in the literature.

A drawback of the presented models is their mathematical complexity (infinite series).
They are based on Bessel functions and their zeros. For these zeros no analytical formula
has been developed to date, hence they must be determined numerically. Bessel functions,
on which all discussed solutions of velocity profile are based, are still simulation problems,
especially for very small and large arguments. To overcome this problem in the computer
programs used to carry out sample comparisons presented in several figures, this function
was expanded in a Taylor series for small arguments, and asymptotic formulas for large
arguments were used. According to this approach, this solution should be approximated
with much simpler functions to be more useful in practice.

A significant strength of the presented analytical solutions is the possibility to define
other related flow parameter-time dependences: mean velocity (in pressure-gradient-
driven flows), the pressure gradient (in flow-rate-driven flows), friction factor and wall
shear stress. These parameters are very helpful for a better understanding of the accelerated
flow characteristics.

The semi-analytical solution for turbulent flow (TULF model developed by García
García and Alvariño) is the most complex of all the analyzed solutions. Here, the turbulent
velocity field is dependent on Bessel functions, their zeros and a generalized hypergeometric
function. There is no easy and straightforward way to define the required spatial degrees
of freedom coefficients (Π, χ and q—defining respectively: mean pressure gradient, initial
centreline turbulent dissipation and best-fitting integer power). However, it is possible to
theoretically investigate and better understand the behavior of experimentally discovered
phenomena such as: the lone concavity, annular jet effect and hyperlaminar jet effect. This
solution would be useful to study the behavior of other related phenomena not discovered
experimentally yet. Finally, Table 2 summarizes the advantages and disadvantages of the
reviewed analytical solutions.
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Table 2. Short summary of the reviewed analytical solutions valid for laminar accelerating pipe flow
(except TULF model).

Imposed Pressure Gradient

Solution Equation/s Advantages Disadvantages

RGSI
[5,7,13,18] (9)

able to calculate the unsteady velocity
profile for instantaneous pressure

gradient changes (not necessary from rest)

in original form valid only for horizontal
infinite long pipes—Urbanowicz’s correction

needed for sloping pipe

I
[18] (11)

showed what would be the mathematical
solution of first stage of ramp change of the

pressure gradient

uselessness in practise, as the pressure gradient
should stabilize as in unsolved case of

ramp change

Avula
[53] (13)

promising results that more faithfully illustrate
the real history of the velocity-profile changes

in real systems

complicated normalization (Re number
dependence) used by Avula, which ended up
with complicated zeros of the Bessel function.
Not fully analytically solvable, as a result of

the applied approximation form of the
pressure gradient

general
[30,61,62] (26)

useful for general mathematical form of
pressure gradient (suggested assumptions of
pressure gradients that will give analytical

solution of this integral)

convolution integral of pressure gradient and
exponential function need to be solved

(analytically—suggested, or numerically)

TULF
[84,88–90] (46)–(50)

only one developed for turbulent flow,
theoretically possible investigation of

experimentally discovered phenomena (the
lone concavity, annular jet effect, hyperlaminar

jet effect)

no easy and straightforward way to define the
required spatial degrees of freedom

coefficients, use of generalized hypergeometric
function needed

Imposed Flow Rate

AT
[32] (31) valid for finite-length tubes at locations

beyond the entrance flow development length
assumes unphysical jump (change) of axial

velocity from 0 to 0.5 value

DA
[36] (35) and (36)

based on a more realistic ramp change of flow
rate assumption (unphysical velocity jump
excluded)—the results are more consistent

with experiments in early stage of acceleration

two different solutions defined for piston
acceleration and constant piston velocity.

Unclear rule to select time t0 defining finish of
the piston acceleration period

KVN
[37] (40)

generalized AT and DA solutions, gives the
possibility to derive the solution for

acceleration from one steady state (or
developing one) to other steady flow (a

condition of double-step changes of the flow
rate introduced)

non-linear increase phase assumed, which
gives unrealistic jump of the axial velocity

in calculations

In the present review, it was also noted that, to date, there is a lack of an analytical
solution as well as experimental studies of the accelerated flow of Newtonian fluid in plastic
conduits (HDPE, ABS, PVC, PP, PB). In these conduits, the water hammer theory implies
that the additional damping is due to the delayed strains that occur during this type of flow.
The influence of these deformations is taken into account in the equation of continuity and
not momentum, so the question remains whether in accelerated flows the same profiles
and development times will be obtained in pipes with identical parameters (diameter,
roughness, wall thickness) but made of two different materials: plastic and metal.
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Nomenclature
A pipe cross-sectional area (m2)
a acceleration (m/s2)
b, k positive constants in Smith solution
a1, . . . , a5 calibrated constants of Avula’s pressure gradient field
cP specific heat capacity (J/(kgK))
D pipe internal diameter (m)
f friction factor (-)
G normalized pressure gradient (m/s2)
g acceleration due to gravity (m/s2)
.
g volumetric heat source term (W/m3)
H pressure head (m)
Ĥ dimensionless head (-)
L pipe length (m)
M Otis start-up parameter (-)
p pressure (Pa)
p∗ dimensionless Avula’s pressure p∗ = ∆p

2ρU2 (-)

p̂ normalized pressure (-)
Q flow rate (m3/s)
Q∗ normalized flow rate (-)
q best fitting integer TULF model coefficient (-)
R pipe internal radius (m)
Re Reynolds number Re = Dvm

ν (-)
r radial coordinate (m)
r̂ normalized radial coordinate (-)
s Laplace complex variable (s−1)
T temperature field (◦C)
T1, . . . , T4 terms in Das-Arakeri solution
t time (s)
tA dimensionless Avula’s time (-)
t̂ dimensionless time t̂ = t ν

R2 (-)
u dummy variable in convolutions integrals (s)
v velocity field (m/s)
vm mean velocity (m/s)
v̂ dimensionless velocity v̂ = v/vmax (-)
ṽ dimensionless García García and Alvariño velocity ṽ = v·R/ν (-)
v∗ dimensionless Avula’s velocity v∗ = v/U (-)
v0 initial velocity (m/s)
X∗ dimensionless distance function (-)
x axial coordinate (m)
x∗ stretched axial coordinate (m)
x̂ normalized axial coordinate x̂ = x/R (-)
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α thermal diffusivity coefficient (m2/s)
αn successive zeros of the Bessel function J2(αn) (-)
β pipe slope angle (◦)
γ specific weight of the liquid (N/m3)

∆t̂
dimensionless time interval of linear MPG growth (mean valve aperture
time) (-)

ε jerk coefficient (m/s3)
η time scale coefficient in TULF model (-)
ηn successive zeros of the Bessel function J0

(√
sRe/2

)
(-)

λn successive zeros of the Bessel function J0(λn) (-)
µ dynamic viscosity of liquid (Pa·s)
ν kinematic viscosity of liquid (m2/s)
ξn successive roots fulfilling relation Jo(Rξn) = 0 (m−1)
Π normalized mean pressure gradient in TULF solution (-)
ρ density of liquid (kg/m3)
Σ weighted Reynolds shear stress gradient (-)
σ Reynolds shear stress field in TULF solution (-)
τw wall shear stress (Pa)
χ turbulent dissipation coefficient (-)
Subscripts
0 initial
m mean
o outlet
p piston
t transitional
i inlet
w wall
∞ final
Acronyms
AT Anderson and Tiseth solution
DA Das and Arakeri solution
I Ito solution
KVN Kannaiyan–Varathalingarajah–Natarajan solution
MPG mean pressure gradient
RANSE Reynolds-averaged Navier–Stokes equation
RGS Roiti–Gromeka–Szymański solution
RGSI Roiti–Gromeka–Szymański-Ito solution
RSS Reynolds shear stress
S Sparrow solution
SM Smith solution
TULF theory of underlying laminar flow
WRSSG weighted Reynolds shear stress gradient
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